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Etapa
Modalidad Curso Tipo T() P() T/P (X)
Horas
Semana Semestre / Aiio

Teoricas 2 Teoricas 32
Practicas 2 Practicas 32
Total 4 Total 64

Objetivo general: Brindar al estudiante herramientas de computo de alto desempefio, tanto
desde la perspectiva del desarrollador como del usuario.

Desde la perspectiva del desarrollador: al finalizar el curso el estudiante tendré las bases
necesarias para desarrollar codigo paralelo para la solucion de problemas fisicos.

Desde la perspectiva del usuario: al finalizar el curso el estudiante conocera herramientas de
cémputo de alto desempefio abiertas para la simulacién de problemas de mecénica de fluidos.

Indice tematico

Horas
Tema Semestre / Aiio
Teoricas Practicas
1 Introduccion 2 2
2 Progran.lacmn 8 8
Secuencial
Programacion paralela
3 para 51§temas de . 10 10
memoria compartida
CPUs
4 Programacion paralela 8 8
para GPUs
6 Slmula(.:lones de altas 4 4
prestaciones
Total 32 32
Suma total de 64
horas




Contenido Tematico

Tema

Subtemas

1. Introduccién

1.1 Conceptos fundamentales de Organizacion y Arquitectura de
Computadoras.
1.2 Descripcién de conceptos y topicos generales de procesamiento paralelo y

distribuido.

2. Programacioén Secuencial

2.1 Antecedentes, descripcién y caracteristicas de la programacién secuencial.
2.2 La estructura del procesamiento secuencial, sus ventajas y limitaciones.
2.3 Solucién de la ecuacién de Laplace con procesamiento secuencial

3. Programacion paralela para sistemas de memoria compartida para CPUs (OpenMP)

3.1 Constructores y regiones paralelas

3.2 Variables publicas, privadas, etc.

3.3 Funciones de control y sincronizacion de procesos en OpenMP

3.4 Solucién de la ecuacién de Laplace con procesamiento paralelo CPUs

4. Programacion paralela para GPUs (OpenMP/OpenACC)

4.1 Constructores y regiones paralelas

4.2 Transferencia de informacion entre CPUs y GPUs

4.3 Funciones de control y sincronizacién de procesos

4.4 Solucioén de la ecuacién de Laplace con procesamiento paralelo GPUs
6. Simulaciones de altas prestaciones

6.1 Ejemplos de simulaciones para mecanica de fluidos con codigos

masivamente paralelo (Code_Saturne por ejemplo)
6.2 Evaluacién de la eficiencia computacional
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