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La cosmologia busca extraer informacién estadistica a partir de datos astrofisicos con el objetivo de restringir
el modelo que describe la evolucién del Universo, conocido como el modelo estdndar de la cosmologia o modelo
del Big Bang. Los métodos tradicionales se basan en la compresion de la informacién observacional, permitiendo
asi contrastar las predicciones teéricas con estimadores derivados de los datos.

A medida que la calidad y cantidad de las observaciones aumenta, se vuelve necesario mejorar la estimacién de
las estadisticas comprimidas, que suelen estar basadas en funciones de correlacién de N puntos. Sin embargo, los
efectos astrofisicos no lineales empiezan a desempenar un papel relevante en los modelos, lo que exige descripciones
mas complejas y computacionalmente costosas.

En este contexto, se hace indispensable el uso de emuladores capaces de aproximar modelos complejos, re-
duciendo asi sus tiempos de evaluaciéon. También se requieren métodos automatizados para analizar el enorme
volumen de datos observacionales (por ejemplo, LSST generard alrededor de 2 TB de datos por noche), asi como
técnicas avanzadas para clasificar objetos astrofisicos y estimar de manera precisa sus corrimientos al rojo.

Todos estos desafios han motivado, en los tltimos anos, una creciente adopcién de técnicas de aprendizaje
automatico en cosmologia. Mds atin, una parte importante de los esfuerzos actuales se centra en la Simulacién-
Based Inference (SBI), el enfoque més popular dentro de la familia de métodos Likelihood-Free Inference, que
permite incorporar efectos astrofisicos dificiles de modelar explicitamente en las funciones de correlacién.

Este curso tiene como objetivo introducir primero los fundamentos estadisticos necesarios, para luego con-
struir progresivamente las herramientas que permiten comprender y aplicar técnicas modernas de aprendizaje
automatico, hasta llegar a la exploracién de conceptos avanzados de inferencia sin modelizacién explicita de la
funcién de verosimilitud.

Bloque 1 — Introduccion general al aprendizaje automatico en cos-
mologia

e Motivaciones: jPor qué ML en cosmologia moderna?

e Tipos de problemas cosmoldgicos donde se aplica:

— Emulacién répida de modelos cosmoldgicos (e.g. P(k), Cp, halo mass functions)
— Clasificacién de morfologias de galaxias

— Generacién de datos simulados

Inferencia Bayesiana sin verosimilitud (likelihood-free inference)
e Panorama de métodos: emuladores, autoencoders, normalizing flows, redes convolucionales, transformers.

e Revisién de bibliografia clave y bases de datos disponibles (e.g. CAMELS, SIMBIG, LFI, Cosmoflow)

Bloque 2 — Fundamentos de estadistica Bayesiana
e Reglas de Bayes y marco probabilistico
e Verosimilitud, prior, posterior y evidencia bayesiana
e Métodos numéricos: MCMC, Nested Sampling

e Aplicacién concreta: estimacién de pardmetros cosmolégicos desde un P(k) sintético
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Bloque 3 — Construccion manual de una red neuronal basica
e Construccién “from scratch” sin librerfas de ML (s6lo NumPy)
e Pesos, sesgos, funciones de activacién (sigmoide, ReLU, tanh)

e Funcién de costo (MSE, cross-entropy), gradiente descendente y tasa de aprendizaje

Retropropagacién del error (Graident descent)

Entrenamiento en mini-batches vs batches completos

Evaluacion sobre datos sintéticos 1D

Bloque 4 — Emulador con red neuronal densa (MLP)

e Introduccién a redes densas profundas (MLP: MultiLayer Perceptron)
e Emulacién de P(k) a partir de pardmetros cosmoldgicos

e Funciones de activacién especiales (Softplus, GELU)

e Regularizacién: dropout, early stopping, weight decay

e Métricas de desempeiio: RMSE, x? efectivo

Bloque 5 — Autoencoder (AE) para reducciéon de dimensionalidad

e Autoencoder denso sobre datos 1D y 2D
e Estudio del espacio latente (PCA, t-SNE, interpretabilidad fisica)
e Clasificador usando el encoder; generador usando el decoder

e Aplicaciones adicionales: reconstruccién de datos faltantes y filtrado de ruido

Bloque 6 — Redes convolucionales (CNN) en 1D y 2D

e Motivacién: extraccion de caracteristicas invariantes por translacién
e Filtros, operaciones de convolucion
e MaxPooling, arquitectura CNN bésica

e Aplicacién a mapas 2D (CMB, galaxias), prediccién de pardmetros cosmolégicos

Bloque 7 — Autoencoder convolucional (CAE)
e Combinacién de CNN y autoencoder
e Compresion eficiente de mapas cosmologicos 2D

e Comparacién con AE denso: reconstruccion, latente, robustez

Bloque 8 — Métodos de inferencia “likelihood-free”
e Motivacién: verosimilitud inexacta o costosa
e Introduccién a Normalizing Flows y Diffusion Models

e Entrenamiento para aproximar distribuciones a posteriori

Aplicacién a problema cosmoldgico simple (e.g. inferir Q,,, og)

e Comparacién con MCMC tradicionales usand P(k)
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Extras (opcional)
e Visualizacién de modelos (TensorBoard)
e Procesos Gausianos

e PyTorch Lightning

Breve sobre Transformers, GNNs y simuladores diferenciables

Proyecto final aplicado



